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Abstract

An assurance case is a structured argument, typically produced by safety engineers, to communicate confidence that a criti-
cal or complex system, such as an aircraft, will by bly safe within its intended X often inform
third party approval of a system. One emerging ition within the y Al and systems (AUAS)
research community is to use assurance cases to instl justified confidence that specific AUAS will be ethically acceptable

h ional in well-defined contexts. This paper ally develops the proposition and makes it concrete. It brings
together the assurance case methodology with a set of ethical principles to structure a principles-based ethics assurance argu-
ment pattern. The principles are justice, beneficence, non-maleficence, and respect for human autonomy, with the principle
of transparency playing a supporting role. The argument pattern—shortened to the acronym PRAISE—is described. The
objective of the proposed PRAISE argument pattern is to provide a reusable template for individual ethics assurance cases,
by which engineers, developers, operators, or regulators could justify, communicate, or challenge a claim about the overall
ethical acceptability of the use of a specific AVAS in a given socio-technical context. We apply the patiern to the hypotheti-

cal use case of an autonomous ‘robo-taxi’ service in a city centre.

Keywords Ethics - Ethical principles - Assurance - Artificial intelligence - Autonomous systems

1 Introduction

Artificial Intelligence (AI) is one of the most significant
technological developments of our times and its use is
increasingly pervasive.! Whether in Al-cnabled decision-
support systems, or in autonomous systems (AS) which

whether virtual assistants, immersive maps, or personalised
search. Al-generated content utilising large language models
(LLMs) portends a new transformative wave of the technol-
ogy [8].

Over the past five to ten years, concerns about the ethi-
cal impact of these technologies have led “seemingly every

influence the with greater i from
direct human intervention and control, Al is being integrated
into the operations of virtually every conceivable sector:
agriculture; automotive; aviation; criminal justice; defence;
education; energy; finance; healthcare; the humanitarian
sector; insurance; manufacturing; maritime; nuclear; the
police; retail; the sciences (physical, life, and earth); social
care; space [3-5]. The raft of consumer applications is also
‘growing, including home safety, consumer imaging systems,
and personal monitoring [6, 7). In addition, AT is ubiqui-
tous across the internet and embedded in online services,
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with a ion 10 technology policy ...
[to] author or endorse a set of ethical principles for A/
AS” [9]. Notable examples at the international and gov-
ernmental level include: the Asilomar Principles in 2017
[10]; the Montréal Declaration for Responsible Al in 2018
[11]; the UK House of Lords Select Committee report on

! We take the broadly functionalist view that AT refers t0 a set of
‘computational techniques which enable machines to do what it takes
intelligence for humans to do. This encompasses a range of tech-
niques including data-driven machine learning (ML) and logic and
knowledge-based approaches [1]. Although defining Al in this way
covers many systems that are now considered ‘traditional’, we adopt
this definition in order to take a broad view of Al rather than iden-
tify it with any single technique. As noted in the OECD's definition,

ystems “are capable of influencing the environment by prodc-
ing an output (prediction, recommendation o decision) for a given
set of objectives ... [and)] are designed o0 operate with varying levels
of autonomy.” [2].
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Abstract

An assurance case is a structured argument, typically produced by safety engi to d that a criti-
cal or complex system, such as an aircraft, will be acceptably safe within its intended context. Assurance cases often inform
third party approval of a system. One emerging proposition within the trustworthy AI and autonomous systems (AI/AS)
research community is to use assurance cases to instil justified confidence that specific AI/AS will be ethically acceptable
when operational in well-defined contexts. This paper sub ially develops the prop and makes it concrete. It brings
together the assurance case methodology with a set of ethical principles to structure a principles-based ethics assurance argu-
ment pattern. The principles are justice, beneficence, non-maleficence, and respect for human autonomy, with the principle
of transparency playing a supporting role. The argument pattern—shortened to the acronym PRAISE—is described. The
objective of the proposed PRAISE argument pattern is to provide a reusable template for individual ethics assurance cases,
by which engi 1 or It could justify, communicate, or challenge a claim about the overall
ethical acceptability of the use of a spemﬁc AI/AS in a given socio-technical context. We apply the pattern to the hypotheti-
cal use case of an autonomous ‘robo-taxi’ service in a city centre.
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1 Introduction

Artificial Intelligence (AI) is one of the most significant
technological developments of our times and its use is
increasingly pervasive.! Whether in Al-enabled decision-
support systems, or in autonomous systems (AS) which
influence the environment with greater ind d from

whether virtual assistants, immersive maps, or personalised
search. Al-generated content utilising large language models
(LLMs) portends a new transformative wave of the technol-
ogy [8].

Over the past five to ten years, concerns about the ethi-
cal impact of these technologles have led seemingly every
organisation with a to technology policy ...

direct human intervention and control, Al is being integrated
into the operations of virtually every conceivable sector:
agriculture; automotive; aviation; criminal justice; defence;

[to] author or endorse a set of ethical principles for Al/
AS” [9]. Notable examples at the international and gov-
ernmental level include: the Asilomar Principles in 2017

education; energy; finance; health the | itarian
sector; insurance; manufacturing; maritime; nuclear; the
police; retail; the sciences (physical, life, and earth); social
care; space [3-5]. The raft of consumer applications is also
growing, including home safety, consumer imaging systems,
and personal monitoring [6, 7]. In addition, Al is ubiqui-
tous across the internet and embedded in online services,
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[10]; the M 1 Declaration for Responsible Al in 2018
[11]; the UK House of Lords Select Committee report on

! We take the broadly functionalist view that Al refers to a set of
computational techniques which enable machines to do what it takes
intelligence for humans to do. This encompasses a range of tech-
niques including data-driven machine learning (ML) and logic and
knowledge-based approaches [1]. Although defining Al in this way
covers many systems that are now considered ‘traditional’, we adopt
this definition in order to take a broad view of Al rather than iden-
tify it with any single technique. As noted in the OECD’s definition,
Al systems “are capable of influencing the environment by produc-
ing an output (prediction, recommendation or decision) for a given
set of objectives ... [and] are designed to operate with varying levels
of autonomy.” (2.
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Safety/Assurance Cases

* Paradigm shift in many domains

 Shift from a prescribed process to a product-oriented assurance
* Shift from a tick-box to argument-based

* Different drivers:

* Accidents
* Piper Alpha, 1988

* Incidents and recalls
* FDA, 2010

* Complexity
* Automotive, 2011

* Greater complexity through Al
* Autonomous driving, 2015



Safety/Assurance Cases

Potential Benefits

* Promoting structured thinking about risk

* Fostering multidisciplinary
communication about safety

* Integrating evidence sources
* Making the implicit explicit

Evidence: O“H‘:d,h '
Using safety E s
cases in industry

and healthcare

A pragmatic review of the use of safety cases in safety-
critical industries - lessons and prerequisites for their
application in healthcare

December 2012

Identify Innovate Demonstrate Encourage




From Safety Assurance to Ethical
Assurance



Back to the basics
Safety aﬁé ethics

Many safety concerns are ethical concerns

- Harm-avoidance and proportionate risk are classic safety
concerns, but they are also ethical concerns

- Just culture and human control/autonomy are ethical concerns
which can have an impact on safety



Ethical Assurance
A definition

Al/AS will be ethically acceptable if affected
stakeholders could not reasonably reject the [+ &8
decision to deploy it
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Four ethical principles

Striking overlap between these principles and
the four classical principles of biomedical ethics:

* Non-maleficence »
: :‘ ; l’g'in('i‘p.vf of

* Beneficence R e

* Respect for autonomy " I

* Justice




Four ethical principles

* Justice: the distribution of benefits and risks from use of the system
should be equitable across affected stakeholders

* Beneficence: the use of the system should benefit affected
stakeholders

* Non-maleficence: the use of the system should not cause unjustified
harm to affected stakeholders

* Respect for human autonomy: affected stakeholders’ capacity to live
and act according to their own reasons and motives should be
respected



The Ethical Assurance Argument

1 1
N -
4Pr:iLnIcE:itSIIg:I Principles-based
Confidence <— Ethics Assurance
Argument Argument
AN

Trade-off
’ Arguments

Justice Assurance
Argument

1

Non-maleficence

) Human Autonomy
Assurance Argument

Beneficence l
Assurance Argument

Assurance Argume

1

Concerns

Transparency
Assurance Argument

PZaN



Benef

Do gooc

* What benefit does the

proposed Al/AS promise for
individuals, society or the

environment?

* How are these benefits

realised?

* Are they monitored over

time?

BC6
{appropriately}|<

icence argument

BG1 The use of system
s ke provides benefits to
beneficence}
identified beneficiaries

<t {Benefit Matrix:
Benefits x identified
beneficiaries}

{specific benefit x
scs  identified
beneficiary}

Bﬂ{Specific benefit} for
{identified beneficiary}

been appropriately
identified

from use of system has

BAL Argument by
demonstrating
benefits to identified

beneficiaries

{Specific benefit}

is demonstrated for
{identified

beneficiary}

sez{sufficient _
confidence}

ZAaN

{ldentified
beneficiaries}

* 1...m (benefit x beneficiary)

BG4
There is sufficient

confidence in {specific
benefit} for {identified
beneficiary} over lifetime
of use of system

7

BGS
Kind of {specific benefit}

%% ikelihood of {specific

BS1mpact of {specific

{Specific benefit} for

for {identified benef[t} for {identified benef{'t}_ for {identified {identified beneficiary} is
beneficiary} has been || beneficiary} has been beneficiary} has been monitored over lifetime
appropriately classified appropriately appropriately of use of system
determined determined
< < < <




244 1Benefit Matrix: e Argument'by —
Benefits x identified de_mongtratlr)g
beneficiaries} benefits to identified
beneficiaries

L

* 1...m (benefit x beneficiary)

gez {Specific benefit}
IS demonstrated for

{specific benefit x
scs identified

Barafisia {identified
Vi beneficiary}
LN
M{Speciﬁc benefit} for - There is suffic
BC6 {identified beneficiary} - : :

. scz{sufficient confidence in {sp
@ppropnately}r* frotr)n use of system Ihas G it eDO* benefit} for {iden
e een appropriately s beneficiary} over |
'de”}'ﬂed of use of syste




ropriately}|<

LN

penericiary;
\ oo/

<% specific benefit} for
{identified beneficiary}

from use of system has
been appropriately
identified

scz{sufficient
confidence}

EN

BG4
There is sufficient

confidence in {specific
benefit} for {identified

beneficiary} over lifetime
of use of system

>ific benefit}

% ikelihood of {specific

B 1mpact of {specific
benefit} for {identified

ntified benefit} for {identified

! has been beneficiary} has been beneficiary} has been

y classified appfopfi.atew appropriately
determined determined

> e e

"= {Specific benefit} for
{identified beneficiary} is
monitored over lifetime
of use of system

<



Non-maleficence argument

Do no (unjustified) harm

What risks does the proposed
Al/AS pose for individuals,
society or the environment?

How are these risks
mitigated?

Are they monitored over
time?

Range of harm from Al/AS
extends beyond physical

safety

NC6

{appropriately} |~

P

fica {Residual Risk

NC1
{Principle of
non-maleficence}

Matrix: Hazards x
identified risk-bearer}

Nes {specific
hazard x identified <
risk-bearer}

ZaN

Tﬁ%luse of system does
not cause unjustified
harm to identified
risk-bearers

{Unjustified
harm}

NC3

{Identified

(]

risk-bearers)

NAL - Argument by
demonstrating that
hazards as sources of
unjustified harm have
been managed

? 1...n (hazard x risk-bearer)

N2 The risk posed by
{specific hazard} is
managed for {identified

risk-bearer}

G2 rspecific hazard) for
{identified risk-bearer}
from use of system has
been appropriately

identified

Ner{sufficient 3
confidence}
N

il i

NG5
Kind of {specific

hazard} has been

appropriately classified

NG4 . ..
NE4 " There is sufficient

confidence in management
of {specific hazard} for
{identified risk-bearer} over
lifetime of use of system

NG6 | jkelihood of
{specific hazard} has

NCZ 5everity of {specific
hazard} has been

NGB specific hazard) for

{identified beneficiary} is

been appropriately appropriately monitored over lifetime of
determined determined use of system
< < <

<




\ / ‘ risk-bearers NC3

A {Identified
v risk-bearers)
NAL  Argument by
fica {Residual Risk demonstrating that <
Matrix: Hazards X hazards as sources of
identified risk-bearer} unjustified harm have

been managed

* 1...n (hazard x risk-bearer)

fics {specific 862 The risk posed by
hazard x identified {specific hazard} is

risk-bearer} mana%iz_fboefa{;ggmlfled

= e

NC3 [ Specific hazard] for M4 There is sufficient
NC6 {identified risk-bearer} Nefsufficient confidence in management
{appropriately} from use of system has confidence} of {specific hazard} for
been appropriately Z= {identified risk-bearer} over
identified lifetime of use of system

R S



NC6

{appropriately} |

nes {specific
hazard x identified
risk-bearer}

N

? 1...n (hazard x risk-bearer)

NG2 The risk posed by
{specific hazard} is
managed for {identified
risk-bearer}

NG3 rSpecific hazard) for
{identified risk-bearer}
from use of system has
been appropriately
identified

A‘

NG5
Kind of {specific

hazard} has been

appropriately classified

2N

NE7{sufficient
confidence}
2N

NG4 . ..
There is sufficient

confidence in management

of {specific hazard} for
{identified risk-bearer} over

Nee | ikelihood of
{specific hazard} has

NG7 severity of {specific
hazard} has been

<

been appropriately appropriately
determined determined
< <

lifetime of use of system
N

NC&rspecific hazard} for

{identified beneficiary} is
monitored over lifetime of
use of system

<



1
Principlism Principle-based
Confidence [+ Ethical Assurance
Argument Argument
Justice Assurance
Argument

5

ersonal Autonomy
ssurance Argumer

Beneficence Non-maleficence
/Assurance Argument| | Assurance Argument|

‘Ac2 {Undue

constraint on

autonomy}
AN

AG1The use of system
does not pose an undue
constraint on autonomy
of identified autonomy
risk-bearers

Respect people’s autonomy

ACL
{Principle of human
autonomy}

Transparency
|Assurance Argument

=

(ncs (Identiied

autonomy
risk-b

AC4 {Human Autonomy
Matrix: Undue constraints x
identified autonomy
risk-bearer}

AAL
Argument by addressing
undue constraints on
autonomy

* Personal autonomy is central to
moral agency and responsibility

1...r undue constraint x identified autonomy
risk-bearer

{Undue constraint on

autonomy} is addressed for
{identified autonomy
risk-bearer}

.

442 Argument by addressing the

rational control and physical

control of {identified autonomy
risk-bearer}

/acs {specific constraint x
~ identified autonomy
risk-bearer}

AC7
{Physical control}

AC6
{Rational control}

AG3  Rational control of 4G4 physical control of
(_idemiﬂed autonomy {identified autonomy
risk-bearer} has been risk-bearer} has been
demonstrated demonstrated
AG9 .
{Identified autonomy

AGE

Acs . . risk-bearer} can stop or intervene
The use of the system does not {tdentified autonomy risk-bearer} in malfunctioning system or there
[acz{Nudge or dontifi can give or imply informed consent ZAN are automatic controls for the
unduly nudge or coerce the {identified
coerce} autonomy risk-bearer) to use of the system,or this can be system to stop safely
Y given by proxy by {trusted regulator} Ac12 ({Trusted
regulator} <
<& S Za

The use of the system does

‘Ac9{Deceive or
misinform}

not unduly deceive or misinform
the {identified autonomy
risk-bearer}

The use of the system is
reasons-responsive to the
{identified autonomy risk-bearer}

<&




AC2 {Undue
i ot orngus | {_ constainton
{Principle of human constrainrt) on autonomy autonomys}
autonom . e AN
v} of identified autonomy
< risk-bearers AC3 {Identified
¢ ~ autonomy
isk-bearer}
Aca AAT ris
, {Human Autonomy Argument by addressing AN
Matflx. U_qdue constraints x undue constraints on
identified autonomy autonomy

risk-bearer}

AN

1...r undue constraint x identified autonomy

risk-bearer
AG2 .
/nes {specific constraint x {Undug constraint on
AE2 ldentified autonomy autonomys} is addressed for
risk-bearer) {identified autonomy
risk-bearer}
e AA2 Argument by addressing the AC7 ™~
Rational control rational control and physical Physical control
{ ) control of {identified autonomy {Phy )
e risk-bearer} _ g




'‘acz {Nudge or
coerce}

AG3 Rational control of
{identified autonomy
risk-bearer} has been

demonstrated

AGS

The use of the system does not
unduly nudge or coerce the {identified
autonomy risk-bearer}

AGS8

{Identified autonomy risk-bearer}
can give or imply informed consent
to use of the system,or this can be

given by proxy by {trusted regulator}

<

AG6 AG7
The use of the system does

not unduly deceive or misinform
the {identified autonomy
risk-bearer}

Ac9{Deceive or
misinform}

{identified autonomy risk-bearer}

The use of the system is
reasons-responsive to the

AC10 {Reason
responsiv




_—

AG3 Rational control of
{identified autonomy
risk-bearer} has been

demonstrated

AGS8

ACI11 {Informed

{Identified autonomy risk-bearer} consent}

)

can give or imply informed consent AN
to use of the system,or this can be

given by proxy by {trusted regulator} AC12 ({Trusted

regulator}

<

AG7
f the system does

>eive or misinform
ied autonomy
bearer}

The use of the system is
reasons-responsive to the
{identified autonomy risk-bearer}

)

N

& <&

AC10 {Reasons-
responsive}
AN

AG4  physical control of

{identified autonomy
risk-bearer} has been
demonstrated

{Identified autonomy
risk-bearer} can stop or intervene
in malfunctioning system or there

are automatic controls for the
system to stop safely

<




The Ethical Assurance Argument

1 1
4+1 Ethical L
Principllgs Principles-based
Confidence <— Ethics Assurance
Argument Argument
AN

Justice Assurance
Argument

1 1 [ 1

Beneficence Non-maleficence Human Autonomy
Assurance Argument| [Assurance Argument||Assurance Argument

1

Transparency
Assurance Argument

PZaN



- Justice argument

Jc2

22
{Discrete elements of
ethical acceptability}

{tolerable residual risk} and
{tolerable constraint on
autonomy} [b-r-an]

{Principle of

justice} a

E361 The distribution of benefit

nd tolerable residual risk and

tolerable constraint on human

autonomy is equitable across

{Benefit} and

all affected stakeholders

about b-r-an from use of
system as discrete elements
of ethical acceptability

AL Argument by reasoning

&

Jca - {All affected
stakeholders: beneficiaries,
risk-bearers, autonomy

JC3
{Equitable}

risk-bearers}

Principlism
Confidence
Argument

Principle-based
~| Ethical Assurance
Argument

o v
Beneficence Non-maleficence
|Assurance Argument| |Assurance Argument|

A R

Argument by reasoning about

b-r-an from use of system as
connected elements of ethical
acceptability

252

ethical acceptabil

BG1

The use of system benefits the
groups of beneficiaries

NG1
The use of system does not
cause unjustified harm to
groups of risk-exposed

A_QlThe use of system does not
unduly constrain the human
autonomy of groups of
autonomy risk-exposed

- Non-Maleficence Assurance Argument

The distribution of benefit and
tolerable residual risk and tolerable
constraint on human autonomy is

equitable across all affected
stakeholders

JC6

{Problematic

combinations}

Human Autonomy Assurance Argument

A,

The distribution of b-r-an
from use of system across all
affected stakeholders is
equitable

Matrix}

463 problematic role
combinations of b-r-an
across all affected
stakeholders have been
eliminated

role

{Connected elements of

JCs {Benefit Matrix,
Residual Risk Matrix;
Human Autonomy

— 1

Justice Assurance f§
Argument

~
¥ ~
Personal Autonomy \\
|Assurance Argument. |
.

Transparency
|Assurance Argument

=

ity}

The distribution of
b-r-an does not entrench
existing inequalities across
all affected stakeholders

%% Trade-offs (within and

between) and distribution of

b-r-an are reasoned over in
a reflective equilibrium
procedure

JC8
{Reflective
equilibrium}

& &
Absence of unacceptable risk of harm caused by the use of Al



unduly constrain the human
autonomy of groups of
autonomy risk-exposed

| Human Autonomy Assurance Argument

I ne distribution or b-r-an
from use of system across all
affected stakeholders is
equitable

JG3 problematic role

\atic o
combinations of b-r-an

across all affected
stakeholders have been
eliminated

ons}

[

- v
The distribution of
b-r-an does not entrench
existing inequalities across
all affected stakeholders

SN\

%2 Trade-offs (w
between) and disi
b-r-an are reason

a reflective eqL
procedur

/\



T — —— - - —

ain the huma
of groups of
isk-exposed

The distribution of b-r-an \ Matrix} | /
from use of system across all ~
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ABSTRACT assurance case for autonomous Al-enabled voice agents in healthcare. In

The deployment and use of Al systems should be both safe and
broadly ethically acceptable. The principles-based ethics assurance
argument pattern is one proposal in the Al ethics landscape that
seeks to support and achieve that aim. The purpose of this argu-
‘ment pattern or framework is to structure reasoning about, and to
communicate and foster confidence in, the ethical acceptability of
uses of specific real-world Al systems in complex socio-technical
contexts. This paper presents the interim findings of a case study
applying this ethics assurance framework to the use of Dora, an
Al-based telemedicine system, to assess its viability and usefulness
as an approach. The case study process to date has revealed some
of the positive ethical impacts of the Dora platform, as well as unex-
pected insights and areas to prioritise for evaluation, such as risks to
the frontline clinician, particularly in respect of clinician autonomy.
‘The ethics assurance argument pattern offers a practical framework
not just for identifying issues to be addressed, but also to start to
construct solutions in the form of adjustments to the distribution
of benefits, risks and constraints on human autonomy that could re-
duce ethical disparities across affected stakeholders. Though many
challenges remain, this research represents a step in the direction
towards the development and use of safe and ethically acceptable
Al systems and, ideally, a shift towards more comprehensive and
inclusive evaluations of Al systems in general.
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1 INTRODUCTION

As Al-based systems increasingly permeate society, it is widely
recognized that new approaches to ensuring the safety and effi-
cacy of such systems are needed. But merely ensuring the safety
of Al-based systems is not enough. The human tendency to de-
fer to suggestions generated by Al systems, their “black box” and
dynamically updating nature, gaps in regulation and an emphasis
on being first to market all conspire to threaten not just the safe
deployment and use of Al systems, but their ethical acceptability
as well. This paper attempts to address the gap between meeting
‘minimum safety requirements and ethical acceptability by evaluat-
ing the plausibility, viability and value of instantiating the ethics
assurance argument pattern proposed by Porter et al. [41] in the
healthcare context for an Al-based telemedicine system. Our in-
terest is not only in safety, but rather something more ambitious:
ethical acceptability. As impressive as Al systems are, their abilities
are still derived from humans and as such lack the sort of normative
commitments and capacity for considered judgement that humans
have [47]. It therefore falls on us, the developers, investors, reg-
ulators, users, researchers and affected stakeholders, to carefully
consider the consequences of deploying Al systems. Our research
is, we maintain, one step towards ensuring the responsible devel-
opment of Al systems whose impacts can be difficult to predict,
far-reaching and long lasting.

This paper is structured as follows. In section 2, we introduce
the system, Dora, and describe its place in the clinical pathway as
well as the regulatory landscape governing its use. In section 3, we
describe the principles-based ethics assurance argument pattern
and in section 4 apply the argument pattern to Dora and explain
our preliminary results. Lastly, in section 5 we draw out some
conclusions of our research including limitations of our work and
areas for future research.

2 THE TECHNOLOGY (DORA) AND ITS
CONTEXT
2.1 Introduction to Dora

Healtheare is facing a workforce crisis. In the UK, demand on the
National Health Service (NHS) is increasing beyond the current
capacity of healthcare staff [50]. With increasing demands, and a
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consider the consequences of deploying Al systems. Our research
is, we maintain, one step towards ensuring the responsible devel-
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