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Safety/Assurance Cases
• Paradigm shift in many domains

• Shift from a prescribed process to a product-oriented assurance
• Shift from a tick-box to argument-based

• Different drivers:
• Accidents

• Piper Alpha, 1988
• Incidents and recalls

• FDA, 2010
• Complexity

• Automotive, 2011
• Greater complexity through AI

• Autonomous driving, 2015



Safety/Assurance Cases

• Promoting structured thinking about risk 
• Fostering multidisciplinary 

communication about safety
• Integrating evidence sources
• Making the implicit explicit

Potential Benefits



From Safety Assurance to Ethical
Assurance



Back to the basics

Many safety concerns are ethical concerns
• Harm-avoidance and proportionate risk are classic safety 

concerns, but they are also ethical concerns
• Just culture and human control/autonomy are ethical concerns 

which can have an impact on safety

Safety and ethics
is



Ethical Assurance

AI/AS will be ethically acceptable if affected 
stakeholders could not reasonably reject the 

decision to deploy it

A definition



Ethical 
principles
More than 80 major sets 
of ethical principles and 
ethics declarations 
published in the last few 
years of the 2010s – from 
government agencies and 
public bodies, NGOs, 
corporations, universities, 
and professional 
institutes.

Source: Berkman Klein Center for Internet and Society, Harvard University



Four ethical principles
Striking overlap between these principles and 
the four classical principles of biomedical ethics:

•Non-maleficence
•Beneficence
•Respect for autonomy
• Justice



Four ethical principles
• Justice: the distribution of benefits and risks from use of the system 

should be equitable across affected stakeholders

• Beneficence: the use of the system should benefit affected 
stakeholders

• Non-maleficence: the use of the system should not cause unjustified 
harm to affected stakeholders

• Respect for human autonomy: affected stakeholders’ capacity to live 
and act according to their own reasons and motives should be 
respected
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argument pattern is given in Fig. 2.13 Modules are described 
in the legend in Fig. 1. The purpose is to show the flow of 
the argument pattern before describing its components in 
more detail in Sect. 5.

The module at the top of Fig. 2—the Principles-based 
Ethics Assurance Argument module—contains the highest-
level goal of the argument pattern. The goal of that mod-
ule—the key claim that the module, and hence the argu-
ment pattern as a whole supports—is that, for the intended 
purpose, the use of the AI/AS will be ethically acceptable 
within the intended context. The entire argument structure 
is intended to provide justified confidence in the truth of the 
claim expressed in that goal.

The goal is ethically acceptable use of the AI/AS rather 
than ethically acceptable design and development on the 
grounds that use is of the highest generality and perhaps 
the greatest value. Even if users have good intentions and 
use the system well, the use of a system cannot be accept-
ably ethical if its design and development has been unethi-
cal. Meanwhile, a system may be designed and engineered 
impeccably but be misused. Focusing on use covers both 
cases.

Immediate support for the highest-level goal comes 
from the Justice Assurance Argument (hereafter, the justice 
argument). The justice argument has the sub-goal that the 
distribution of benefits, tolerable residual risk, and toler-
able constraints on human autonomy is equitable across all 
affected stakeholders. The idea is that, if this distribution 
were equitable, no affected stakeholders could reasonably 
reject the decision to deploy the AI/AS, and hence—on the 
social contract notion of ‘ethically acceptable’ employed—
use of the AI/AS would be ethically acceptable.

The justice argument is in turn supported by the Benefi-
cence Assurance Argument (hereafter, the beneficence argu-
ment), the Non-maleficence Assurance Argument (hereafter, 
the non-maleficence argument), and the Human Autonomy 
Assurance Argument (hereafter, the human autonomy argu-
ment). These three arguments contain sub-goals about actu-
alising benefits, managing risks of unjustified harm, and 
addressing undue constraints on human autonomy, respec-
tively. Instantiation of each of these argument modules is 
also documented in matrices - a benefits matrix, a residual 
risks matrix, and human autonomy matrix—which provide 
the information for reasoning about equitable distributions 
in the justice argument.

The role of the Transparency Assurance Argument (here-
after, the transparency argument) is to support the other 
argument modules. Its aim is to provide the information nec-
essary—of the right quantity, quality, relevance and in the 

Fig. 2  Modular structure of the 
PRAISE argument pattern

13 Modularity was introduced into GSN by Kelly, in 2001, to support 
a compositional approach to reasoning about complex systems, ini-
tially Integrated Modular Avionics [108, 109].

The Ethical Assurance Argument

Safety 
Concerns

Trade-off 
Arguments



Beneficence argument

• What benefit does the 
proposed AI/AS promise for 
individuals, society or the 
environment?
• How are these benefits 

realised?
• Are they monitored over 

time? 

Do good

YDVW QXPEHU RI WRROV RU PHFKDQLVPV WKDW DUH EHLQJ SURSRVHG WR GHDO ZLWK WKH HWKLFDO
LPSOLFDWLRQV RI $,�$6 DQG WKH LQFUHDVLQJ QHHG WR RUJDQLVH DOO RI WKH PDWHULDO LQ SUDFWLFDEOH
ZD\V �&'(, ������ )XUWKHUPRUH� LQWHUGLVFLSOLQDULW\ DQG PXOWLGLVFLSOLQDULW\ LV NH\ WR HIIHFWLYH
VROXWLRQV LQ WKH FRPSOH[ DUHQD RI HWKLFDO $,�$6� ZKLFK LQYROYHV QRW MXVW GHVLJQ DQG
HQJLQHHULQJ SUDFWLFH� EXW WKH LQYROYHPHQW RI KXPDQ IDFWRUV H[SHUWV� DV ZHOO DV WKH
SHUVSHFWLYHV�RI�HWKLFLVWV��UHJXODWRUV��VRFLDO�VFLHQWLVWV��DQG�ODZ\HUV�

,Q WKLV SDSHU� ZH VWDUW VXEVWDQWLDOO\ WR GHYHORS WKH LGHD RI DGDSWLQJ WKH DVVXUDQFH FDVH
PHWKRGRORJ\ EH\RQG VDIHW\� 0RUH VSHFLILFDOO\� ZH SUHVHQW D 3ULQFLSOH�EDVHG (WKLFDO
$VVXUDQFH $UJXPHQW SDWWHUQ� ZKLFK ZH SUHVHQW LQ *61� $UJXPHQW SDWWHUQV DUH ³UHXVDEOH
WHPSODWHV´ IRU DVVXUDQFH FDVHV �.HOO\ DQG 0F'HUPLG ������ :H FDOO LW D µ3ULQFLSOH�EDVHG
(WKLFDO $VVXUDQFH $UJXPHQW SDWWHUQ¶ EHFDXVH WKH DUJXPHQW VWUDWHJ\ LV WR VXSSRUW WKH FODLP
RI HWKLFDO DFFHSWDELOLW\ E\ GHPRQVWUDWLQJ HQDFWPHQW RI WKH IRXU HWKLFDO SULQFLSOHV GLVFXVVHG LQ
VHFWLRQ �� 7R RULHQW WKH UHDGHU� )LJXUH � EHORZ VKRZV WKH RYHUDOO VWUXFWXUH RI RXU DUJXPHQW
SDWWHUQ� 7KLV JLYHV LWV KLJKHVW�OHYHO SUHVHQWDWLRQ� ,W SUHVHQWV WKH DUJXPHQW DV D FRPSRVLWLRQ
RI PRGXOHV� ZKLFK HQFDSVXODWH WKH VHSDUDWH EXW LQWHUGHSHQGHQW DUJXPHQW VWUXFWXUHV WKDW
FRPSULVH WKH RYHUDOO DUJXPHQW� 7KH UDWLRQDOH IRU LQWURGXFLQJ WKH DUJXPHQW E\ ZD\ RI WKLV
PRGXODU SUHVHQWDWLRQ LV WR JLYH WKH UHDGHU DQ µDW�D�JODQFH�YLHZ¶ RI KRZ WKH RYHUDOO DUJXPHQW
ILWV�WRJHWKHU��EHIRUH�GHVFULELQJ�LWV�LQGLYLGXDO�SDUWV�LQ�PRUH�GHWDLO�

)LJXUH���0RGXODU�VWUXFWXUH�RI�WKH�DUJXPHQW
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Beneficence argument
Do good
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Non-maleficence argument

• What risks does the proposed 
AI/AS pose for individuals, 
society or the environment?
• How are these risks 

mitigated?
• Are they monitored over 

time?
• Range of harm from AI/AS 

extends beyond physical 
safety

Do no (unjustified) harmAI and Ethics 
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unjustified harm to identified risk-bearers are managed as 
far as possible. In addition, the ‘residual risk matrix’ (NC4), 
which documents the managed and tolerable residual risks to 
identified risk-bearers provides information that is included 
and reasoned over in the justice argument.

5.4  The human autonomy argument

The human autonomy argument is presented in Fig. 6. 
The goal of the human autonomy argument (AG1) is that 

the use of the AI/AS does not pose an undue constraint on 
the autonomy of identified ‘autonomy risk-bearers’.

We take the ‘autonomy risk-bearers’ (AC3) to be a subset 
of the risk-bearers in the non-maleficence argument. They 
are those classes of individuals in the immediate vicinity 
of the AI/AS, principally downstream, but also possibly 
workers upstream, too, whose autonomy is impacted during 
the production of the AI/AS. In the hypothetical robo-taxi 

use case, these could be the users of the service, other indi-
viduals in the ODD, including other road-users (including 
taxi-drivers), pedestrians, and residents), and also directly 
affected workers in the development and deployment 
lifecycle.

What constitutes an undue (as opposed to justified) con-
straint on human autonomy (AC2) remains a question for 
debate, but the kinds of constraint that would be given at 
(AC2) are those that are identified in sub-goals (AG5-AG8). 
After an initial decomposition, which proceeds through an 
argument strategy that addresses each constraint for each 
autonomy risk-bearing group (AA1 and AG2), the argument 
is structured by way of a strategy at (AA2) which organises 
the constraints upon human autonomy into two categories: 
constraints to the autonomy risk-bearers’ rational control 
over the AI/AS and constraint to their physical control over 
the AI/AS.

Fig. 5  Non-maleficence argument module of the PRAISE argument pattern
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unjustified harm to identified risk-bearers are managed as 
far as possible. In addition, the ‘residual risk matrix’ (NC4), 
which documents the managed and tolerable residual risks to 
identified risk-bearers provides information that is included 
and reasoned over in the justice argument.

5.4  The human autonomy argument

The human autonomy argument is presented in Fig. 6. 
The goal of the human autonomy argument (AG1) is that 

the use of the AI/AS does not pose an undue constraint on 
the autonomy of identified ‘autonomy risk-bearers’.

We take the ‘autonomy risk-bearers’ (AC3) to be a subset 
of the risk-bearers in the non-maleficence argument. They 
are those classes of individuals in the immediate vicinity 
of the AI/AS, principally downstream, but also possibly 
workers upstream, too, whose autonomy is impacted during 
the production of the AI/AS. In the hypothetical robo-taxi 

use case, these could be the users of the service, other indi-
viduals in the ODD, including other road-users (including 
taxi-drivers), pedestrians, and residents), and also directly 
affected workers in the development and deployment 
lifecycle.

What constitutes an undue (as opposed to justified) con-
straint on human autonomy (AC2) remains a question for 
debate, but the kinds of constraint that would be given at 
(AC2) are those that are identified in sub-goals (AG5-AG8). 
After an initial decomposition, which proceeds through an 
argument strategy that addresses each constraint for each 
autonomy risk-bearing group (AA1 and AG2), the argument 
is structured by way of a strategy at (AA2) which organises 
the constraints upon human autonomy into two categories: 
constraints to the autonomy risk-bearers’ rational control 
over the AI/AS and constraint to their physical control over 
the AI/AS.

Fig. 5  Non-maleficence argument module of the PRAISE argument pattern
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unjustified harm to identified risk-bearers are managed as 
far as possible. In addition, the ‘residual risk matrix’ (NC4), 
which documents the managed and tolerable residual risks to 
identified risk-bearers provides information that is included 
and reasoned over in the justice argument.

5.4  The human autonomy argument

The human autonomy argument is presented in Fig. 6. 
The goal of the human autonomy argument (AG1) is that 

the use of the AI/AS does not pose an undue constraint on 
the autonomy of identified ‘autonomy risk-bearers’.

We take the ‘autonomy risk-bearers’ (AC3) to be a subset 
of the risk-bearers in the non-maleficence argument. They 
are those classes of individuals in the immediate vicinity 
of the AI/AS, principally downstream, but also possibly 
workers upstream, too, whose autonomy is impacted during 
the production of the AI/AS. In the hypothetical robo-taxi 

use case, these could be the users of the service, other indi-
viduals in the ODD, including other road-users (including 
taxi-drivers), pedestrians, and residents), and also directly 
affected workers in the development and deployment 
lifecycle.

What constitutes an undue (as opposed to justified) con-
straint on human autonomy (AC2) remains a question for 
debate, but the kinds of constraint that would be given at 
(AC2) are those that are identified in sub-goals (AG5-AG8). 
After an initial decomposition, which proceeds through an 
argument strategy that addresses each constraint for each 
autonomy risk-bearing group (AA1 and AG2), the argument 
is structured by way of a strategy at (AA2) which organises 
the constraints upon human autonomy into two categories: 
constraints to the autonomy risk-bearers’ rational control 
over the AI/AS and constraint to their physical control over 
the AI/AS.

Fig. 5  Non-maleficence argument module of the PRAISE argument pattern
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Sub-goals (AG5-AG8) address rational control. (AG5) 
identifies the need to ensure that the use of the AI/AS does 
not unduly nudge or coerce autonomy risk-bearers. This is to 
protect these stakeholders’ capacities to form their own well-
reasoned preferences. (AG6) identifies the need to ensure 
that use of the AI/AS does not deceive or misinform. This 
is to ensure that it does not undermine the autonomy risk-
bearers’ capacities to form their own true beliefs. (AG7) is 
the claim that the AI/AS is appropriately reasons-respon-
sive to the autonomy risk-bearers. By ‘reasons-responsive’ 
(AC10), we mean that the features of the world that the AI/
AS responds to are those that the autonomy risk-bearers 
would endorse.22 For example, a lone passenger in the 

robo-taxi at night might not want the vehicle to collect other 
passengers, such as a drunken stag party.23 (AG8) covers 
the idea that autonomy risk-bearers should be able to give 
their informed consent (AC11); that is, that they should have 
both the chance and relevant information to agree to the 
use of the AI/AS, or to opt-out. Where it is not feasible for 
autonomy risk-bearers to give this, it seems acceptable that 
it is given by trusted (and trustworthy) regulators on their 
behalf. Substantiating claims (AG7) and (AG8) necessitates 
appropriate engagement with autonomy risk-bearers dur-
ing concept design, to elicit what features of the ODD they 
deem salient to the system’s decision-making function, as 

Fig. 6  Human autonomy argument module of PRAISE argument pattern

22 This is an adaptation of the reasons-responsiveness strand of the 
philosophical literature on moral responsibility, which explains 
responsibility-grounding autonomy in terms of an agent’s sensitivity 
to reasons. See, for example, [113, 114].

23 There may be conflict between those features of the world that dif-
ferent groups of autonomy risk-bearers take to be morally relevant. 
While this is a question for further work, a guiding assumption is that 
these should be well-reasoned as far as possible.

Personal autonomy argument

• Personal autonomy is central to 
moral agency and responsibility 

Respect people’s autonomy
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Sub-goals (AG5-AG8) address rational control. (AG5) 
identifies the need to ensure that the use of the AI/AS does 
not unduly nudge or coerce autonomy risk-bearers. This is to 
protect these stakeholders’ capacities to form their own well-
reasoned preferences. (AG6) identifies the need to ensure 
that use of the AI/AS does not deceive or misinform. This 
is to ensure that it does not undermine the autonomy risk-
bearers’ capacities to form their own true beliefs. (AG7) is 
the claim that the AI/AS is appropriately reasons-respon-
sive to the autonomy risk-bearers. By ‘reasons-responsive’ 
(AC10), we mean that the features of the world that the AI/
AS responds to are those that the autonomy risk-bearers 
would endorse.22 For example, a lone passenger in the 

robo-taxi at night might not want the vehicle to collect other 
passengers, such as a drunken stag party.23 (AG8) covers 
the idea that autonomy risk-bearers should be able to give 
their informed consent (AC11); that is, that they should have 
both the chance and relevant information to agree to the 
use of the AI/AS, or to opt-out. Where it is not feasible for 
autonomy risk-bearers to give this, it seems acceptable that 
it is given by trusted (and trustworthy) regulators on their 
behalf. Substantiating claims (AG7) and (AG8) necessitates 
appropriate engagement with autonomy risk-bearers dur-
ing concept design, to elicit what features of the ODD they 
deem salient to the system’s decision-making function, as 

Fig. 6  Human autonomy argument module of PRAISE argument pattern

22 This is an adaptation of the reasons-responsiveness strand of the 
philosophical literature on moral responsibility, which explains 
responsibility-grounding autonomy in terms of an agent’s sensitivity 
to reasons. See, for example, [113, 114].

23 There may be conflict between those features of the world that dif-
ferent groups of autonomy risk-bearers take to be morally relevant. 
While this is a question for further work, a guiding assumption is that 
these should be well-reasoned as far as possible.
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argument pattern is given in Fig. 2.13 Modules are described 
in the legend in Fig. 1. The purpose is to show the flow of 
the argument pattern before describing its components in 
more detail in Sect. 5.

The module at the top of Fig. 2—the Principles-based 
Ethics Assurance Argument module—contains the highest-
level goal of the argument pattern. The goal of that mod-
ule—the key claim that the module, and hence the argu-
ment pattern as a whole supports—is that, for the intended 
purpose, the use of the AI/AS will be ethically acceptable 
within the intended context. The entire argument structure 
is intended to provide justified confidence in the truth of the 
claim expressed in that goal.

The goal is ethically acceptable use of the AI/AS rather 
than ethically acceptable design and development on the 
grounds that use is of the highest generality and perhaps 
the greatest value. Even if users have good intentions and 
use the system well, the use of a system cannot be accept-
ably ethical if its design and development has been unethi-
cal. Meanwhile, a system may be designed and engineered 
impeccably but be misused. Focusing on use covers both 
cases.

Immediate support for the highest-level goal comes 
from the Justice Assurance Argument (hereafter, the justice 
argument). The justice argument has the sub-goal that the 
distribution of benefits, tolerable residual risk, and toler-
able constraints on human autonomy is equitable across all 
affected stakeholders. The idea is that, if this distribution 
were equitable, no affected stakeholders could reasonably 
reject the decision to deploy the AI/AS, and hence—on the 
social contract notion of ‘ethically acceptable’ employed—
use of the AI/AS would be ethically acceptable.

The justice argument is in turn supported by the Benefi-
cence Assurance Argument (hereafter, the beneficence argu-
ment), the Non-maleficence Assurance Argument (hereafter, 
the non-maleficence argument), and the Human Autonomy 
Assurance Argument (hereafter, the human autonomy argu-
ment). These three arguments contain sub-goals about actu-
alising benefits, managing risks of unjustified harm, and 
addressing undue constraints on human autonomy, respec-
tively. Instantiation of each of these argument modules is 
also documented in matrices - a benefits matrix, a residual 
risks matrix, and human autonomy matrix—which provide 
the information for reasoning about equitable distributions 
in the justice argument.

The role of the Transparency Assurance Argument (here-
after, the transparency argument) is to support the other 
argument modules. Its aim is to provide the information nec-
essary—of the right quantity, quality, relevance and in the 

Fig. 2  Modular structure of the 
PRAISE argument pattern

13 Modularity was introduced into GSN by Kelly, in 2001, to support 
a compositional approach to reasoning about complex systems, ini-
tially Integrated Modular Avionics [108, 109].

The Ethical Assurance Argument



Justice argument

Absence of unacceptable risk of harm caused by the use of AI

The distribution of benefit and 
tolerable residual risk and tolerable 
constraint on human autonomy is 
equitable across all affected 
stakeholders
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Transparency
An enabling condition



An Example
AI-enabled voice agent for post-operative follow-up



Respect for Human Autonomy

Impact professional competence
Allocation of legal liability
Impact on psychological well-being

Clinicians' perspectives



What’s next?

Establishing responsibility



AR-TAS: Assuring Responsibility for 
Trustworthy Autonomous Systems

https://www.cs.york.ac.uk/research/trusted-autonomous-systems/ 

https://www.cs.york.ac.uk/research/trusted-autonomous-systems/


What else?
SAINTS AI Safety Centre
• The UK’s only Centre for 

Doctoral Training in Safe AI
• 60 PhD students
• 34 industry/regulatory partners
• £16.2M investment
• Focus on the Lifelong Safety 

Assurance of AI-Enabled 
Autonomous 
Systems

• First cohort: October 2024
• Industry, policy, 

regulatory & academic careers
https://www.york.ac.uk/news-and-events/news/2023/quality/doctoral-training-centre-ai-safety/ 

https://www.york.ac.uk/news-and-events/news/2023/quality/doctoral-training-centre-ai-safety/



