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Motivation M MAGNA

How can we Increase
safety for all road users?
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Challenge

ISO 26262 + ML = ? Why not applicable?

- Non-deterministic
nature of ML

b) Highly recommended only Components
I I - V&V methods In
ISO 26262 cannot be
I I I I I‘K I used to create KPIs

for ML components
34 techniques:
Majority not :

applicable for ML Ret.: [1]
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Hypothesis for OoD-Detection AMAGNA

Hazard mitigation

* Improving function

» Restricting performance
* Introducing redundancy
+ etc...

—

Unsafe

Known °

Unknown 4

| _—

Hazard identification

Out-of-distribution detection is one mitigation strategy that shall support hazard
mitigation by providing a dista asure-of-how-far-e odel-operates

compared to linear da —
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AEB Use-C
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AEB Use-Case: Pedestrian Detection
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Hollstlc System Abstraction Levels A MAGNA

Perception Platform AV Platform

Forward-looking Camera AV Systems
System

(incl. DNN ML Algorithm)

(like Brake system)




Development Lifecycle A MAGNA

Safety Safety _
rhg:ji?;?':]yents argumentation arg_umentatlon
fulfilled? valid? valid?

—> 0DD (tailored) —
Systemlevel Yes
Yes safety Yes )
-5 argumentation ¥ > Field > >

—> Use case — and risk Monitoring

No evaluation No No

Systemconcept  _ | A A

> and design
S Safety _

requirements

T

No

ML related safety
requirements still valid?
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Holistic System Abstraction Levels

PLTFRM3

PLTFRM 1

FLC ADAS

Brake

Systems supporting ADS fnct. with DDT

Forward-looking camera

S0 26262

3.74- harm
physical injury or damage to the health of
persons
A
3.75- hazard

potential source of harm caused by
malfunctioning behaviour of the item

A

3.88- malfunctioning behaviour

failure or unintended behaviour of an

item with respect to its design intent
A e.g. DFMEA

3.50- failure

termination of an intended behaviour of

an element or an item due to a fault

Manifestation.

‘;" 3.50-error
discrepancy between a computed,
o observed or measured value or condition,
o and the true, specified or theoretically
o correct value or condition
3.50- fault 4
. AlI/ML

abnormal conditionthatcan _______________ g P type
cause an elementor an item orerrors
to fail

Disclosure or duplication without consent is prohibited
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Within the given ODD use
case, AV shall not cause harm
on pedestrians

<

Prel. SyAD

AV shall not request AEB intervention,
causing ego vehicle speed reduction
between [X] km/h within [Y] sec., when
there is no collision threat

e.g. FMEDA

The false positive per image of
the perception algorithm within
the forward-looking camera shall
not exceed [X]% within [Y] ms.

Ref.:[5]



Development Lifecycle (cont.)

A MAGNA

Safety
ML safet Safety .
requiremyents argumentation argumentation
fulfilled? valid? valid?
—> 0DD (tailored) °|
Systemlevel Yes
Yes Yes
safety )
> -5 argumentation ¥ > Field > »
—> Use case Q and risk Monitoring
No evaluation No No
System concept A A
—> and design °|
Safety
> requirements o-
Yes
No
ML related safety
requirements still valid?
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Development Lifecycle (cont.)
IS0 26262

3.74-harm
physicalinjury or damage to the
health of persons

4
3.75-hazard
potential source of harm caused by
malfunctioning behaviour of the
item

NS

3.88- malfunctioning behaviour
failure or unintended behaviour of
an item with respect to its design
intent A

3.50- failure

termination of an intended
behaviour of an element or an item
due to a fault Manifestation.

".

LN

L

Q fraa,

o e,
LT

5 3.50-error
K discrepancy between a computed,
5 observed or measured value or condition,
K and the true, specified or theoretically
o correct value or condition

3.50- fault

abnormal condition that can
cause an elementor an item
to fail

 amMLtype
of errors

L

[ - Jr duplication without consent is prohibited
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Examples:
False positive
False negative

- incorrect classification

Inaccurate estimation

4

Insufficiencies
Examples:
Bias
- Lack of robustness
- Lack of generalization
Variance

Causes
Examples:
Scalable oversight
- Distributional shift
- Under specification
Overtraining

Ref.:[4]
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Model Development A MAGNA

. discrete data points in the input data space
I area where the model has comprehensed to ID

. area where the model has failed to OOD

Process for Model training

OoD

Labeling format

Architecture type

Optimization methods

Safety Analysis

Reference Paper  pswiputional shift
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Development Lifecycle (cont.)

0oDD

Use case °1->

System concept
and design

Safety
requirements

?

9
<@

ML safety
requirements
fulfilled?

Systemlevel
~ Yes safety
< argumentation
and risk
No evaluation

Safety

argumentation

valid?

»

Yes

No

Field
Monitoring

&

No Yes
d

1112712023

A MAGNA

Safety
argumentation
valid?
Yes
i 4 | 4
No

<

ML related safety
requirements still valid?
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Remaining Lifecycle A MAGNA

Integration to next level systems
and operational monitoring:
- Condition to start the integration?

ML safety Safety . Safety .
> Acceptance criteria e.g. requirements argumentation T et
fulfilled? : )
sufficient coverage of the ves T Voo Yes
. : Field
allocated safety requirements G Foumentaton > % Monitoring
- Shadow mode operation can be No (EREEn No No

used to:
Deploy the feature in the

background to gather data
Collect and classify data as ID
and OoD

Identifying the challenging
scenarios for the model
Supporting the model

mprovement

Disclosure or duplication without consent is prohibited
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Conclusion oy

Outcome
* Need of new standards for AI/ML based components in

automotive
* Introduction of system abstraction layers
* Introduction of OoD detection method as one of guiding

principles

Outlook
« Continuation on the development lifecycle

» Strategies for arguing ML-components into safety argument



SALIENCE4CAV

About the Project

Connected automated vehicles (CAV) are expected to be able to provide
more efficient, accessible and safer transport solutions, but the
development of such complex safety-critical systems is a challenge.
SALIENCE4CAV is a research project with the goal of developing methods
for safety assurance for CAVs that can be part of an iterative development Quality 4=|mp  Functional safety
process supporting continuous deployment. This enables easier (economic harm/harm to brand) | (harm of injury to humans)

Frequency

introduction of new automated functions to the market, where the . Materil Severity fothreaton
. L Perceived mergency ateria Light to mode- Severe Ife-threatening
function can initially support only a few key use cases, followed by gradual L S L
Y supp Y Y ’ Ya safety manoeuvre damage | rate injuries injuries  injuries
development of performance and number of use cases. , _ — » » I
E.g.causing | E.g. causing | E.g. collision | E.g collision E.g. collision E.g. collision with
) ) . scared evasive resulting in with other car | with other car | car at hight speed
SALIENCE4CAV Is a successor to the project ESPLANADE. The project pedestrian manoeuvre | bodywork at low speed at medium or collision with
started on January 15t 2021 and will run to June 30%" 2023. or passenger | for other RU | damage speed pedestrian

Source: The Quantitative Risk Morm - A Proposed Tailoring_of HARA for ADS

The SALIENCE4CAYV project (ref. 2020-02946) is supported by the Strategic vehicle research and innovation programme (FFI).
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