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Collaborative Research Effort Since 2014
• Ongoing research started in 2014. 

• Collaboration with Scania, KTH, Stockholm University, 
and Linköpings University 
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Maintenance Philosophies
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Reactive/corrective

Fix it when it breaks

Preventive/scheduled

Maintain it at regular 
intervals to prevent 

breakdowns

Predictive/ 
Condition Based Maintenance

Predict when it breaks and 
maintain it accordingly



• Cost Savings:  

• Reduce unnecessary maintenance  

• Utilize component life effectively 

• Operational Efficiency:  

• Minimizes unplanned stops  

• Reduce downtime 

• Risk Reduction:  

• Lowers the risk of catastrophic 
failures by addressing issues 
before they escalate.

Key Advantages of Predictive Maintenance
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Accurate end-of-life prediction of components is essential for successful predictive maintenance!
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Fig. 17.1 Prognostics process

In an idealized world, accurate and precise estimation following this process
would be possible. However, real life is much more complicated, and this theoretical
solution faces many problems related to uncertainty when dealing with engineer-
ing systems (e.g., we need some idea of future loads or unforeseen environmental
events). Figure17.2 shows two different situations caused by a misrepresentation of
the uncertainty that results in unreliable prognostics results. First, in green, the sys-
tem can overestimate the true time of EOL, thus determining an RUL much shorter
than the real one, which might affect negatively in the cost, for example, by having
unnecessary maintenance operations or by shortening the mission time, among other
consequences. And second, in orange, the system can underestimate the true time of
EOL, thus having catastrophic safety consequences. The next section discusses the
different sources of uncertainty in a prognostics system and how they can affect the
prognostics process.

17.2.2 Uncertainty

In engineering systems, we hardly have access to the ground truth, and instead we
have a set of noisy measurements, that we use as input to a model, which also has
a high level of uncertainty. The determination of an accurate and appropriate failure
threshold is also difficult and can compromise the quality of the RUL estimation.
Finally, the lack of knowledge about the future loads and environmental conditions
increases the uncertainty evenmore. Uncertainties in prognostics arise from a diverse
set of sources. In general, we can consider uncertainties in the measurements, model,
and system inputs [29–31, 36].
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Data-driven maintenance prediction
• To be able to predict end-of-life, track a 

degradation process (not just a single random 
event directly causing failure) 

•  

• The health state is often not directly measurable, 
but sometimes possible to estimate from data 

• A key difficulty: Uncertainties!

maintenance = f(vehicle at time t)
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Physical wear and aging models

Historical Data Non-physical data-based modelsAlternative

Often difficult

Replacement



Use Case: Heavy-duty Truck Batteries 
• Trucks must maintain high availability to ensure smooth transport operations.  

• Unexpected breakdowns on the road can lead to major disruptions, including: 

• Costly repairs  

• Delay deliveries with potential penalty fees 

• Cargo damage resulting in financial losses 

• Operational disruptions affecting work schedules and logistics planning 

• Lead-acid starter battery issues are common causes of unplanned stops: 

• Battery's Role: Powers the starter motor for the diesel engine and auxiliary 
units (e.g., heating, kitchen appliances). 

• Usage Variability: Battery load varies based on usage scenarios, such as 
frequent stops for city trucks vs. extended operation for long-haul vehicles.

6



Challenges of Battery Prognostics
• Vehicle configurations: Different cabins, auxiliary systems, drivelines, etc   

• Operational variations: Start-stops frequency, overnight cabin heating, … 

• Environmental factors: Extreme temperatures accelerate battery wear. 

• System dependencies: Degradation can result from other components, such as 
overcharging by the generator.

7

Demonstrate how data can be used to predict battery lifespan and optimize replacements



Data-Driven Survival Modeling for Predictive Maintenance

8

0 2 4 6 8 10 12 14

Time

2

4

6

8

10

S
u
b
je

ct

0.00 0.25 0.50 0.75 1.00 1.25 1.50 1.75 2.00

Time

0.0

0.2

0.4

0.6

0.8

1.0

S
u
rv

iv
al

F
u
n
ct

io
n

Data Model
Individualized 

Maintenance Policy



Data Description and Information Content
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• Data sources 

• operational data  

• guarantee data 

• workshop history data 

• Data characteristics 

• ≈ 100,000 vehicles with  

• High censoring rate (≈  80-90 %)  
Good for Scania bad for modeling  

• ≈ 1,000,000 data readouts 

• Readouts now and then including 
aggregated usage

Data Overview for Battery Maintenance Modeling
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• Data readouts 

• Categorical/configuration 

• A few floating point numbers 

• 1D and 2D histograms 

• About 500 variables stored 

• Significant missing data rate about 40 percent  

• Important: Not possible to  
estimate battery health-state 
from measured signals! 

• Extensive data on vehicle usage and 
configuration, allowing for correlation with 
component lifespan.

Readout Characteristics
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Illustration of missing data
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Time or mileage based maintenance plans
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Fig. 1. Distribution of censoring time for censored, blue curve, and failed
times for failed vehicles, red curve.

histogram bins are previously defined by engineers at Scania
CV. Here, every bin of the histograms is treated as a separate
variable and then the voltage histogram contributes with 10
variables to the study. Other examples of histograms present
in the database are atmospheric pressure, ambient temperature,
vehicle speed and fuel consumption vs speed that is a two
dimensional histogram. As mentioned above, the number of
variables per vehicle is 536 which is the total number formed
by all categorical variables and histogram bins. Percentage
distribution of the categorical and histogram variables are
1.5 percent for categorical and 98.5 percent for histogram
variables. The censoring rate is another distinctive property.
Only a fraction of the vehicles has problems with batteries
while all others do not, meaning that the failure times are
censored. Missing data is also an essential characteristic of
many real life data sources and the main reason in our case
is the fact that variables introduced for one type of a vehicle
are not relevant for another type. The missing data rate is
about 40% and it should be noted that missing values are
not uniformly distributed among variables. Specific variables
can have significantly higher missing rate than others. Thus,
systematic handling of missing data is important in the proposed
approach.

Another thing to notice is that there are no time series of
snapshots for the vehicles and therefore it is not possible to
track degradation of the battery over time for a given vehicle.
All characteristics of the database mentioned above significantly
influence the choice of the techniques in the proposed approach.

B. Battery lifetime function

A probabilistic framework is used to describe the battery
prognostic information corresponding to the battery health.
In model-based prognostics, a health indicator is generally
measured or modeled, and it is possible then to track the
health indicator during the whole life of a battery. Here, there
are no variables in the data set under study which corresponds
directly to battery health. In addition, properties of the data set,

such as missing data rate and censoring, will add uncertainty to
the predictor. Therefore, a probabilistic model is used since it
is then possible to explicitly represent the inherent uncertainty
in the model.

Let a random variable T be the battery failure time, V the
snapshot of variables for a given vehicle taken at time point t0.
The main objective is to estimate the function, here referred
to as lifetime prediction function, of the battery defined as a
conditional reliability function,

B
V(t; t0) = P (T > t+ t0 | T � t0, V). (1)

The function states the probability that a failure time T for a
battery of interest is greater than t+ t0 time units given that
it has survived t0 time units conditioning on snapshot data V .
Prediction of battery lifetime can be made, for example, in
the workshop when data is retrieved from the vehicle. The
established reliability function R

V(t) = P (T � t | V), [14], is
defined as a probability for a battery to survive t time units.
The relationship between the lifetime function B

V(t; t0) and
the reliability function R

V(t) is given directly by the definition
of conditional probabilities as

B
V(t; t0) =

P (T > t+ t0 | V)

P (T � t0 | V)
=

R
V(t+ t0)

RV(t0)
(2)

and is used throughout the paper.

C. Estimate confidence of a predictor model

As mentioned in Section II-B, the main objective is to
estimate the battery lifetime prediction function (2). To evaluate
if an estimate is reliable or not, some measure of confidence is
needed. A common approach is to use the confidence bands of
the estimator. Here, the true estimator distribution is not known
and one simple way to estimate the variance of the estimate
is to make a Gaussian assumption of estimator distribution.
This approach is used throughout the paper, but it is certainly
possible to make other distribution assumptions, or simply
form confidence bands as, e.g., ± one standard deviation.

A synthetic data set is used to show how confidence bands
to an estimator can be computed in a simpler case than
studied here. Assume that there are 5 classes of the vehicles
with different degradation profiles of the batteries. Fig. 2
demonstrates estimation of the true reliability for one of the
classes, see the magenta curve in the figure. Information about
the true reliabilities is not available in the real data set, and,
therefore, the synthetic data set is used to show statistical
properties of the estimator. When all vehicles in a class have
the same degradation profile, it is possible to compute a Kaplan-
Meier estimate, a maximum likelihood estimate of the reliability
function [15]. This is shown by the green curve in Fig. 2, and
95% confidence bands, based on a Gaussian assumption and a
standard deviation estimated by the Greenwood formula [14],
is shown by dashed blue curves. A main problem studied in
the paper is how to estimate standard errors and confidence
intervals for a battery lifetime function estimator. In contrast to
the example where basic survival analysis is directly applicable,
the data set under study has not a set of distinct degradation
classes. This is an important observation and the data set covers
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Time- or mileage-based maintenance?
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Survival Models for Predictive Maintenance 
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• Trad.: prognostics～trend analysis 

• Question:  
How do you do trend analysis with few, 
or even single, data readouts and you 
can’t even reliably estimate the health? 

• (one) Answer:  
Look in a database and find patterns 
with similar usage and learn from their 
experience 

• Method research: Find methods 

• How to automate “look-up” 

• How to determine “similar”

Modeling with static (or low-rate) data
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Survival models for predictive maintenance
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• How a system is used often has a big impact on when the system will fail 

• It is often difficult/impossible to predict the exact time of failure 

➡ Survival models describe the distribution of the failure time  

➡Problem: Estimate the survival function: 

S(t | data) = P( survive until time t | data ) 

S(t ∣ x) = P(T > t ∣ x)

Data-driven models

OK Failed



Model performance - a high level perspective
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Time- or mileage-based maintenance?
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Comparison of ROC curves for different models

Time

Mileage

Tree-based model

Recurrent Neural Network Neural Network

Voronov, S. “Machine learning models for predictive maintenance”. PhD Diss. Linköping University, 2020.

Classical Statistical model



Individualized Age-based Replacement
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Consider a component in a truck that tends to fail after a certain mileage. 
We want to decide as early as possible to repair/replace as late as possible 

Maintenance planning

18

0 100 200 300 400 500 600
Time

0

20000

40000

60000

80000

100000

120000

140000

M
ila

ge

Critical region

M
ile

ag
e



Age replacement
• The age replacement policy can be stated as 

follows:  
Replace the component with a new one 
when it reaches a specific age or when it 
fails, whichever comes first.

19

Given  a statistical description 
(survival model) of the failure 
times, the optimal replacement 
ages can be determined 



• One simple cost-model is  

•  - cost of replacing a failed 
component 

•  - cost of a preventive 
replacement 

• Typically   
(otherwise, run to failure is the 
optimal) 

• Minimize the expected 
maintenance cost over a finite 
horizon. 

cf

cp

cf ≫ cp

C = E (cf Nf + cpNp)

Optimal replacement policies

20

Corrective replacement cost

Optimal replacement cost

Savings



Takeaways
• Predictive maintenance: Cost-efficient, reliable operations via 

data-driven insights. 

• Survival modeling: Tackles uncertainty and limited 
measurements effectively. 

• Individualized age-based replacement: Reduces downtime, and 
optimizes resource use. 

• Truck batteries: Highlight challenges of diverse configurations 
and incomplete data. 

• SCANIA component X dataset: Real-world anonymized open 
dataset similar to the battery dataset.

Python package for  
survival modelling

SCANIA Component X  
Dataset




